
ECONOMETRICS ASSIGNMENT 4 

 

 

1) It is a simple linear regression between labour wage and years of education. From the 

standard error of regression value, it can be said that the estimated model is not a bad fit . 

The intercept term comes as 5.83. So that means that if we keep the years of education as 

constant then the labour wage will increase by 5.83 dollars. The slope coefficient is 0.065. 

That means that with 1 year increase  in the years of education, the labour wage will 

increase by 0.065 dollars.  The R2 value is 0.155 or the 15.5%. This describes that this 

regression equation can explain 15.5% variability of the model with certainty. The standard 

error of the regression is 0.42, which is low. The smaller the value of the standard error of 

the regression  the better the model is. The P-value of the slope coefficient is less than 0.05 

so we infer that there is significant evidence that the ED has an impact on the labour wage. If 

education is increased by one standard deviation, then the labour wage will increase by 

0.0023 dollars. After running the coefficient test, the p value is very less than 0.05, so there 

is heteroskedasticity which means that the systematic change is in the spread of the 

residuals over the range of measured values. The table below shows the results described  

above. 

 

 

 

 

 

 

 

 

                    Table 1: Panel Regression table between LWAGE and ED 

 

2)  I extend the model by including individual or entity fixed effects and time fixed effects. 

Years of education, weeks worked, and years of full-time experience are the time fixed 

effects and the rest are entity fixed effects. I run a panel regression and find that all the 

variables have p value less than 0.05 which states that all have them have some kind of 

impact on the labour wage. Also, the R square value of the model is 45%, which is relatively 

high. I have attached the table below. 

 



 
Table 2: Panel Regression involving Fixed Effect Variables 

 

3) I filtered the original dataset to get the data for the year 1. I then estimate the model as 

given in the question. The R2 value of the regression model comes as 28.2% and a low 

standard error of regression value of 0.33 which tells us that the individual variables and the 

joint interaction terms explain the model better. We then create two regression equations 

one for male (i.e., FEM=0) and another for female (i.e., FEM=1). The regression equation for 

male is lm(formula = LWAGE ~ BLK + UNION + OCC, data = year_1) by putting FEM =0 in the 

main equation shown in the box below. For female we have replace the fem with 1 and 

rearrange the equation. 

 
Table 3: Regression Table with Interaction terms 

 

Now I estimate the main equation with FEM=0 and run the regression. I see that the R2 value 

has reduced to16.6% and the residual sum of squares has increased from 0.33 to 0.35. This 

clearly shows that the female variables had considerable effect on the labour wage in the 

regression equation. I conduct an Anova test between these two-regression equations and 

find that p value is less than 0.05 which confirms the fact that female has an impact on the 



regression equation. Below are the charts for Regression without female and the Anova 

table. 

 

 

   

 

 

 

                      

                       

 

 

 

 

 

                 Table 4: Regression table without Female and the Anova table 

Now I try to find out the regression equation of the model without the interaction terms   

i.e. making them equal to 0. We see that the p-value of the FEM coefficient is less than 0.05. 

This says that the coefficient of FEM is statistically significant. Now in contrast I try to test 

the joint significance of the interaction terms. To do this I conduct a anova test with the two 

models namely the model without any interaction terms and the original model with all the 

interaction terms. We see that the P value is 0.58 which is greater than 0.05 so fail to reject 

the null hypothesis and say that the interaction terms does not have any effect on the 

regression equation. Below are the tables for regression without the interaction terms and 

the anova table involving the two models 

 



 
Table 5: Regression Table without interaction terms and the Anova Table 

 

 

4) Using the subset from Question 3 I create two subsets, one for age greater than 30 and the 

other less than 30. I run the regression for both the case which are showed in the tables 

below.  

 
Table   : Regression table for experience greater than 30 

 
Table   : Regression table for experience less than 30 

 

 

 



  

 

 

 

 

 

 

                                                

                                             Chart1: Scatter Plot for age less than 30 

 

 

 

 

 

 

 

 

                                                    

 

Chart 2: Scatter Plot for age greater than 30 

So, from the above chart 1 we can infer that people having age less than 30, experience and 

labour wage are perfectly related but as the age goes beyond 30 experience does not only 

effects the wage. There are other factors that come in the way and hence the regression line 

is not perfectly linear as in our case in chart 2. Here regression lines are denoted by the red 

line. 

 

5) Using the original panel data, I estimate the regression equation that experience has both 

time and entity fixed effect on labour wage. The p value of the slope coefficient is less than 

0.05. But the R2 value is very low, 2.2%. So, experience weakly describes labour wage. Now 

we add another fixed effect variable, ED to this model. Now the R2 value goes up to 25% and 

the residual sum of squares goes down to 546 from 713. This shows that addition of one 

more fixed effect drastically impacts the regression model and helps define the model more 

efficiently. Wages increase with the work experience and this is true when we compare the 

data to the real world. Without adding the experience as a predictor for wages the model’s 

predictions have increased error. 

 



 
Table  : Panel Regression table with Exp 

 

 
Table  : Panel Regression table with Exp and ED 

 

R Codes 

setwd("C:\\Users\\soham\\Desktop\\REcotrics1") 

df <- read.csv('cornwellrupert1988_rev.csv') 

install.packages("AER") 

library(AER) 

install.packages("ggplot2") 

library(ggplot2) 

install.packages("plm") 

library(plm) 

install.packages("sandwich") 

library(sandwich) 

install.packages("dplyr") 

library(dplyr) 

##Q1 



# estimating LWAGE with Education 

model1 <- lm(LWAGE ~ED,data=df) 

# Summary of the model 

summary(model1) 

# checking for heteroskedasticity 

coeftest(model1, vcov = vcovHC, type = "HC1") 

##Q2 

model2 <- plm(LWAGE~EXP+WKS+ED+OCC+IND+SOUTH+SMSA+MS+UNION+FEM+BLK, 
data=df,index = c("YEAR","ID"), model="within", effects="twoways") 

summary(model2) 

##Q3 

#Filter for year 1 

year_1 <- df %>% filter(YEAR == 1)  

model3<-lm(LWAGE~FEM+BLK+UNION+OCC+FEM*BLK+FEM*UNION 
+FEM*OCC,data=year_1) 

summary(model3) 

model31<-lm(LWAGE~BLK+UNION+OCC,data=year_1) 

summary(model31) 

anova(model31,model3) 

model32<-lm(LWAGE~FEM+BLK+UNION+OCC,data=year_1) 

summary(model32) 

 

anova(model32,model3) 

 

 

##Q4 

# Filtering out Experiance 

exp_greater_30 <- year_1 %>% filter(EXP >=30) 

exp_lesser_30 <- year_1 %>% filter(EXP <30) 

 

exp_greater_30_model <- lm(LWAGE ~ EXP,data = exp_greater_30) 

plot(exp_greater_30_model) 

summary(exp_greater_30_model) 

exp_lesser_30_model <- lm(LWAGE ~ EXP,data = exp_lesser_30) 

plot(exp_lesser_30_model) 

summary(exp_lesser_30_model) 

##Q5 

#fitting with EXP 

model5 <- plm(LWAGE 
~EXP,data=df,index=c("YEAR","ID"),model="within",effects="twoways")  

#fitting with experince and also with education 

model5_with_ED <- plm(LWAGE 
~EXP+ED,data=df,index=c("YEAR","ID"),model="within",effects="twoways")  

 

summary(model5) 

summary(model5_with_ED) 

 


