1. A key performance for hospitals is the *30-day unplanned readmission rate*—the proportion of patients discharged from the hospital who had an unplanned readmission within 30 days. Programs like the Hospital Readmissions Reduction Program (HRRP) apply penalties (up to a 3% reduction in payments) to underperforming U.S. hospitals—resulting in withheld payments in excess of $500 million in 2018.

Hospitals can employ some low-cost strategies to reduce unplanned readmissions, such as confirming patient follow-up plans prior to discharge and asking patients to verbally repeat their treatment directions. However, other approaches are more involved and costly. One example is to arrange “telehealth” interventions, in which health care providers contact patients routinely after discharge. Given the cost of these interventions, they are only appropriate for patients at elevated risk of readmission.

You are working for a mid-sized hospital in the northeast United States and are tasked to assess the impact of telehealth interventions on diabetic patients—with the ultimate goal of reducing the 30-day read- mission rate. The intervention will cost approximately $1,200 per patient. Clearly, it must be limited in scope, and a key component of your strategy will be targeting the “right” patients.

Unfortunately, your hospital does not document 30-day readmissions, as this requires significant follow-up with discharged patients. You will thus use a publicly available dataset to study readmission risk. The dataset includes over 100,000 hospital discharges of over 70,000 diabetic patients from 130 hospitals across the United States during the period 1999–2008. All patients were hospital inpatients for 1–14 days, and received both lab tests and medications while in the hospital. The 130 hospitals represented in the dataset vary in size and location: 58 are in the northeast United States and 78 are mid-sized (100–499 beds).

The dataset is provided in the “readmission.csv” file. It contains the following variables:

· **readmission**: 1 if the patient had an unplanned readmission within 30 days, 0 otherwise

· **Patient characteristics**: race, gender, and age capture demographic information.

· **Recent medical system use**: The variables numberOutpatient, numberEmergency, and numberInpatient capture the number of times the patient used the medical system in the last year.

· **Diabetic treatments**: A number of variables capture the patient’s diabetic treatments: acarbose, chlorpropamide, glimepiride, glipizide, glyburide, glyburide.metformin, insulin, metformin, nateglinide, pioglitazone, repaglinide, and rosiglitazone.

· **Admission information**: The variables admissionType and admissionSource contain information about how the patient was admitted to the hospital. The variable numberDiagnoses captures the number of diagnoses the patient had recorded for their admission. There are also a number of variables that indicate whether a patient was diagnosed with various conditions when admitted: diagAcuteKidneyFailure, diagAnemia, diagAsthma, diagAthlerosclerosis, diagBronchitis, diagCardiacDysrhythmia, diagCardiomyopathy, diagCellulitis, diagCKD, diagCOPD, diagDyspnea, diagHeartFailure, diagHypertension, diagHypertensiveCKD,diagIschemicHeartDisease, diagMyocardialInfarction, diagOsteoarthritis, diagPneumonia, and diagSkinUlcer.

· **Treatment information**: timeInHospital is the number of days the patient was in the hospital, and numLabProcedures, numNonLabProcedures, and numMedications capture the amount of care the patient received in the hospital.

*a)* Open the data file “readmission.csv”in R. Perform some exploratory data analysis on the full data set and report two interesting insights you gained from your analysis.

*YOUR SOLUTION: …*

*b)* Based on conversations with the hospital’s management, you estimate the cost of a 30-day unplanned readmission at $35,000. From published information at a similar institution, you estimate that tele- health interventions will reduce the incidence of 30-day unplanned readmissions in the treated popuation by 25%. Given the cost of $1,200 per intervention, what are:

– the “loss” of a false positive, as compared to a true negative; and

– the “loss” of a false negative, as compared to a true positive?

Define the loss matrix for your CART model.

*YOUR SOLUTION: …*

*c)* Fit a CART model using a cp parameter of 0.001 and the loss matrix defined in Question b. Include an image of your tree.

*YOUR SOLUTION: …*

*d)* Assess the model’s predictive performance using the test set. What is the accuracy, true positive rate and false positive rate? Contrast the decisions resulting from your model and those resulting from current practice (under which no patient is subject to a telehealth intervention). Provide summary statistics to explain how the decisions differ, and discuss the costs and benefits of each approach. Make sure to compare the total monetary costs of patient readmission. [7 pts]

*YOUR SOLUTION: …*

*e)* Can cross validation improve your model or is a cp of .001 optimal? [3 pts]

*YOUR SOLUTION: …*

*e)* So far, you have selected the subset of patients that maximizes total net value, given the cost of the telehealth intervention and the willingness to pay for a prevented readmission. However, in practice you might have to adjust your model to try to directly improve the true positive rate (TPR) and/or the false positive rate (FPR).

*i)* How would you modify the loss matrix from part b) to obtain a CART model with a higher TPR than the one in part c)?

*YOUR SOLUTION: …*

*ii)* How would you modify the loss matrix from part b) to obtain a CART model with a lower FPR than the one in part c)?

*YOUR SOLUTION: …*

2. For historical reasons the US has a system of taxing homeowners to fund a large fraction of local infrastructure such as local primary, middle and high schools, town and county administrations, town and county roads, …. The tax, called “property tax”, is based on an assessment (estimation, determination) of the value of each residence (home) and the lot (land) that belongs to it. Because the assessments become outdated after a few years, towns have to hire assessors and update the assessments every so often.

There are of course several factors that play a role in assessing the value of a property: square feet of livable area, size of the lot (land), quality and condition of the building, desirability of the area, … We will only consider square feet of livable area. The following exercise can be used to check for any property whether its assessed value is in line or out of line with other properties of similar size in terms of livable area. This dataset is called “Residential\_Property\_Assessments.csv.”

*a)* Show a scatterplot of *Assessment* against *Livable Area* (i.e., *Assessment* is the y variable, and *Livable Area* is the x variable). Add a main title along with axis labels.

*YOUR PLOT:*

*b)* Based on the scatterplot, is the association approximately linear?

*YOUR ANSWER: …*

*c)* Use R to find the equation for the regression line with *Assessment* as the dependent variable and *Living Area* as the independent variable.

*YOUR SOLUTION: …*

*d)* Interpret the slope. Initially, do so first formally according to the formulation from class. Then, give an informal interpretation in terms of the average value of a square foot of livable area.

*YOUR SOLUTION:*

*Formally: …*

*Informally: …*

*e)* Interpret the intercept, first formally [1pt], then explain why this is not meaningful

*YOUR SOLUTION: …*

*Formally: …*

*This is not meaningful because …*

*f)* What fraction of variation in *Assessment* is accounted for by *Livable Area*? Report the relevant quantity from the R output [2pt]. Finally, what fraction of variation is accounted for by other factors besides livable area, such as differences in lot size, condition and quality of the building, viability of the area…?

*YOUR SOLUTION: …*

*g)* Based on the fitted equation, what can you say about the predicted price for a residence with 2,500 sqft of livable area? Use R to calculate this and show your code

*YOUR SOLUTION: …*

*h)* In general, how much uncertainty is left over after making our predictions using the regression line? Quote the relevant standard deviation from R. Compare this quantity to the variability left over if we had instead simply predicted the average of Assessment for all individuals, rather than using information about Livable Area to improve our prediction.

*YOUR SOLUTION: …*

3. We have data on n=78 individuals who were diagnosed with breast cancer, had the tumor surgically removed, and had no identifiable trace of the disease in their bodies after the surgery. Five years later, for each of these individuals we have information on whether or not their cancer came back over the course of the five years versus whether or not they stayed in remission. The data set in “breastcancer.csv” contains 7 clinical covariates, such age, and tumor diameter, along with 4,348 genetic indicators of prevalence of certain genes. The goal is to see whether or not reoccurrence of breast cancer after surgery is predictable based on both clinical and genetic information. If possible, clinicians would like to identify those at high risk for recurrence and recommend adjuvant therapy post-surgery, such as chemotherapy, as a means of reducing the risk of recurrence. The data set contains 34 individuals whose cancer did come back (labeled as response=1), while the remaining 44 did not (response = 0). In terms of data structure, this data set differs from those we’ve previously studied in that the number of covariates is much larger than the actual number of patients in the study. We will now see that this introduces major complications which need to be handled with care.

Before proceeding, execute the provided code to partition the data set into training set and test set. The training set is of size 50, and the test set has 28 individuals.

*a)* Our first instinct would likely be to fit a multiple logistic regression model using glm()on the training set. Try this out in R. You’ll notice that the output of the summary command looks bizarre. How many slope coefficients do NOT have the value NA? How does this compare the size of the training set? The function is.na()will be helpful here.

*YOUR SOLUTION: …*

*b)* Nonetheless, proceed using the predict() function in R to predict the responses in the training set based on our model. Use the command round(..., digits = 10) to round the estimated probabilities to 10 decimal places. Looking at your training set, what does the distribution for the predicted probabilities look like?

*YOUR SOLUTION: …*

*c)* Construct the in-sample confusion matrix based on this algorithm. What are the False Positive Rate and True Positive Rate in-sample? And what would the AUC be?

*YOUR SOLUTION: …*

*d)* A system of n equations with n unknown parameters will always have at least one solution, while a system of n equations with more than n unknown parameters will have infinitely many solutions. In light of this, why is it that we were able to attain in-sample error rates observed in part c)?

*YOUR SOLUTION: …*

Situations where the number of covariates are larger than the number of observation provide further motivation for using regularized regression. We clearly would like to include all of the potentially relevant covariate information, but mathematical deficiencies of the conventional solution render this difficult. The regularization provides automatic variable selection, while making the observed fit less susceptible to overfitting. In the code you see we have given you code for running the “LASSO” version of logistic regression while cross-validating the tuning parameter, which is facilitated by the cv.glmnet function.

*e)* How many nonzero slope coefficients are there in the resulting penalized logistic regression?

*YOUR SOLUTION: …*

*f)* Compute the in-sample predictions from the regularized logistic regression. Present a histogram of the predictions, and compare this to what we saw in part b).

*YOUR SOLUTION: …*

*g)* Compute the out-of-sample AUC for the two we’ve developed here: multiple logistic regression and the regularized logistic regression. What do you find? Which one does best out of sample? And are there any algorithms that seem to perform worse than random coin flips?

*YOUR SOLUTION: …*

4. For this question, you may choose from two unstructured options. Choose only one option and do not submit answers for both. You need to complete steps 2-6 of the basic data analytics process outlined below for the option you choose. This question will be graded holistically and is worth 25 points

**Basic Data Analytics Process**

~~1. Generate a question and collect data.~~

2. Visualize, prepare data, and understand your data.

a. If needed, clean and normalize the data. Also, consider removing redundant or known correlated variables.

b. Provide insights you gain from data exploration.

3. Choose a model or models we covered in this class.

a. Explain why you chose the model or models to answer the primary question.

b. Explain whether you value accurate predictions above all else or more interpretable and actionable model(s).

4. Train and tune the model(s) on the training set.

5. Assess the model(s) on the test set.

6. Provide recommendations and analysis of your results.

Option 1

After a recent trip to a winery with some of my friends, who happen to be chemists, we developed a method that would enable us to alter physicochemical attributes of red wine to create the world’s highest quality wine. We hypothesized that we could even alter bagged wine to be delicious. Unfortunately, we did not take the time to figure out exactly what qualities we should alter to what levels. Fortunately, we believe you have the skills necessary to do so.

The file “redwine.csv” is related to red variants wine. The data only includes physicochemical (inputs) and sensory (the output) variables. There is no data about grape types, wine brand, wine selling price, etc.

Would you please help us understand what variables matter most and how we should adjust our wine to create the highest quality wine in all the land? [25pts if chosen]

*YOUR SOLUTION: …*

Option 2

As you are aware, I have spent some of my career beneath the waves on a submarine. Hazards come with the job, but what you may not know, is that that underwater mines are real and can be a threat to submarines. Rocks, on the other hand, are relatively harmless to pass over. (<https://en.wikipedia.org/wiki/Naval_mine>)

![Naval mine - Wikipedia](data:image/png;base64,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)

I would like to help my friends still serving on submarines by developing a model that could predict whether or not something is a mine or a rock from sonar data. They could then ignore the rocks and avoid the mines. Luckily, I found an amazing dataset on the internet to help me do just that.

The file "rockormine.csv" contains 111 patterns obtained by bouncing sonar signals off a “mine” at various angles and under various conditions and 97 patterns obtained from rocks under similar conditions. The transmitted sonar signal is a frequency-modulated chirp, rising in frequency. The data set contains signals obtained from a variety of different aspect angles, spanning 90 degrees for the cylinder and 180 degrees for the rock.

Each pattern is a set of 60 numbers in the range 0.0 to 1.0. Each number represents the energy within a particular frequency band, integrated over a certain period of time. The integration aperture for higher frequencies occur later in time, since these frequencies are transmitted later during the chirp.

The label associated with each record contains the letter "R" if the object is a rock and "M" if it is a mine. The numbers in the labels are in increasing order of aspect angle, but they do not encode the angle directly.

Please help me keep my friends safe by developing a model that can best predict whether an object is a rock or a mine. While model accuracy is of utmost importance, do not penalize false positives or false negatives more than the other. Doing so could train your model to avoid every rock in the ocean, making it impossible for the submarine to even pull out of port.

*YOUR SOLUTION: …*