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CP3403 Data mining

Baltimore Crime Patterns Analysis

Abstract

Data mining is an out of the world approach to how we view complex entities. Through
the process of mining data, many other relationships among the entities will surface and
provide crucial information. Our team has a vision that if proper usage of data mining is
applied on crime cases, there could potentially be an increase in crime prevention for the
police department. Hence, our goal for this assignment will be data mining on the crime
patterns in a town. The objectives of this report include general patterns on how crimes were
committed in Baltimore - during which time are crimes more frequent and where are the crime
hot spots. Equipped with these information and patterns, we hope that it can provide assistance
to the police department in extensive prevention for all these crimes. That is what we want to

achieve.

The data set: https://www.kaggle.com/sohier/crime-in-baltimore


https://www.kaggle.com/sohier/crime-in-baltimore
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1. Introduction

First, we choose the area that has a problem we want to tackle, upon deciding to enter
the crime prevention sector, we sourced for our data set regarding crimes. Sourcing an
appropriate dataset with relevant columns is important because there were some datasets
without relevant information like time or type of crime. Throughout this report, there is our
data description, data cleaning, data reduction and data preprocessing so that we have a good
set of 5000 crimes data to work with.

Following the method, we took advantage of K-means, DBSCAN to get the results
and graphs we needed to analyze the important relationships of crimes. In the modelling stage,
we used the Longitude and Latitude from the dataset to plot the area with the highest crime
rate. Allowing us to categorize the different neighborhoods and the amount of crime that
happened. This report will also include the number of crimes in accordance with the weapon
used to commit them to allow the police to take note while frisking suspicious personnel.
Throughout this report, we have concluded the neighborhood and the time of day where
crimes are more rampant. Which is good In assisting the police department for their manpower

dissemination.

1.1 - Business Scenario

Our business scenario will be a police department engaging our data mining service
to tackle the crime rate in their city. Our team provides recommendations and solutions to
organizations that are looking to improve their efficiencies on what they do, and this time, we
are working with the police department. The police department has provided us with a dataset
of crimes happening in their city from the year 2012 and 2017, information is in the next
paragraph. With this data, our team will use Weka and RStudio to further understand the
further relationships among these crimes.
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2. Method

2.1 - K-means

K-means aims to partition n observations into k clusters where each cluster belongs to
the nearest mean (the center of the cluster) (Wikipedia, n.d.). In this report, the K-means
clustering algorithm is used to confirm area groups which have not been clustered in the data

set.

2.2 - DBSCAN

Density-based spatial clustering of applications with noise (DBSCAN) is a density-
based clustering non-parametric algorithm. It groups together points that are closely packed
together, marking as outliers points that lie alone in low-density regions (Wikipedia, n.d.). It
separates the clusters of high density from low density clusters (Lutins, 2017). Therefore, it

can also be used to find out the noisy data.

2.3 - RStudio
For the weapon column, we categorise them using counts and arrange them in
descending order. Additionally, a percentage column is added. This allows us to see the

percentage for each weapon as shown in table 1 more clearly.
Formula: Percentage = Count/5000
Also, get the Result of Crimes in Every Month:

First mutate the dataset, adding a new column which splits the month from the
CrimeDate. After that, change the month from integer to character. Finally, use ggplot to plot

the bar chart as figure 13, which will display the crimes rates for every month.
And get the data about the Crimes Happened in Different Time of Days:

Firstly, split the hour from the CrimeTime column. Then add a new column showing
the crimes that happened in which hour. Next, build a table about the crimes that happened in
different hours by grouping it and lastly, summarizing it and arranging them to attain table 2.
Hence, the statistics of data would be obtained. In order to get the trend, we plot a line graph
by ggplot and then obtain a graph showing the trend about crimes with time goes by, named

it as figure 15.
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Additionally, obtaining the mean, median, min and max number of the crimes that

happened in different hours.

In order to compare the number of indoor crimes and outdoor crimes, ggplot from

Rstudio was used to plot a bar chart shown in Figure 16.

3. Data Pre-Processing and Description

3.1 - Dataset Used for the Report

The dataset that will be used in this report is obtained from Kaggle -
https://www.kaggle.com/sohier/crime-in-baltimore, which includes the crime data recorded
by the Baltimore Police Department.

3.2 - Dataset Description

The original dataset has plenty of data, which contains 276530 rows. The dataset is
about the crimes that happened between 2012 to 2017.

The following attributes contained in the file:

CrimeDate - Date. The date that crimes happened.

CrimeTime - Time. The specific time when crimes happened.
CrimeCode - String.

Location - String. The specific location where crimes happened.
Description - Nominal. The rough direction where crimes happened.
Inside/Outside - Nominal.

Weapon - Nominal. The weapon that is used by criminals.

Post - Numeric. Postal code that crimes happened

District - String.

Neighborhood - String.


https://www.kaggle.com/sohier/crime-in-baltimore
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Longitude - Numeric.

Latitude - Numeric.

Location 1 - The combination of longitude and latitude.
Premise - Nominal.

Total Incidents - Numeric.

3.3 - Data Cleaning

The original dataset we obtained from Kaggle was too big and contained 276529 rows.
Due to the size of the dataset, we ran into problems with our devices not being able to
effectively handle the dataset. Therefore, we decided to focus on a specific part of the dataset
and remove the rest. The dataset originally contained the crime data from 2012 to 2017, with
the data for 2017 being incomplete. Therefore, only the data for crimes that were committed
in 2016 were kept and the rest were removed from the dataset. However, the data for 2016
still contained too much data in order for our devices to handle -- there were 48749 rows of

data for crimes committed in 2016, so R was used to randomly select 5000 data, as follows:

First, the original csv file is loaded into Rstudio, then it was renamed as ‘df” in order
to make future identification easier. After that, prepare to use two R libraries called ‘datasets’

and ‘dplyr’ respectively to manipulate the dataset.

The whole dataset has plenty of rows, therefore it is impractical to find whether there
are missing values. Therefore, using filter() and then complete.cases() were used to filter the

missing values out.

df <= read.csv i"BP:-_Part_'__‘.?’ir:tim_lsa.sed_Cr‘_me_j-ata.r:.sv"]
Wiew (df)

library(datasets)

library (dplyr)’

df<-filter (df,complete.cases (df))

View (dfl)
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B Global Environment ~
Data
O df 276529 obs. of 15

¥

-

L | 77 Import Dataset ~
} Global Environment ~
Data

O df 274318 obs. of 15

Figure 1: The original dataset and the dataset removed missing value

Next, there are 14 columns, but some columns are not needed for our purposes, such
as longitude, latitude (as Location.1 is enough), Total.incidents (all of them are 1), Post,

Premise. Therefore, these columns are removed. The rest of the information is kept.

data.info()

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 5000 entries, 0 to 4999
Data columns (total 12 columns):

# Column Non-Null Count Dtype

0 Unnamed: 0 5000 non-null inté64

1 CrimeDate 5000 non-null object
2 CrimeTime 5000 non-null object
3 Location (:Egggjnon-null object
4 Description 5000 non-null object
5 Inside.Outside/ 4938 non-null object
6 Weapon 1740 /non-null object
7 District 000 non-null object
8 Neighborhood (Egg§>non-null object
9 Longitude 5000 non-null floaté64
10 Latitude 5000 non-null float64
11 Location.l 5000 non-null object

dtypes: float64(2), int64(1), object(9)
memory usage: 468.9+ KB

Except for 1740 columns, the values were missing in the “Weapon” columns, so we

filled all the missing values as “Missing”. And for missing values in the “location” column,
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we filled it as “Unknown”; and “X” in the missing values of “inside or outside” column; and

filled in missing values in “Neighbourhood” column as “Unknown”.

In [15]:

Out[15]:

In [62]:

0
1
2
3
4

4995
49945
4997
4998
4999
Name:

HANDS
Missing
Missing
Missing

ENIFE
FIREARM
Missing

HANDS
Missing
Missing

data[ "Weapon"].fillna("Missing")

Weapon, Length: 5000, dtype: object

data[ "Weapon"] = data["Weapon"].fillna("Missing")

data[ "Location"] = data["Location"].fillna("Unknown")
data[ "Inside.Outside"] = data["Inside.Outside"].fillna("X")
data[ "Neighborhood"] = data["Neighborhood"].fillna("Unknown")

Figure 2: Deal with the missing value of ‘Weapon’, ‘Location’, ‘Inside.Outside’ and ‘Neighborhood'.

data.info()

<class

'pandas.core.frame.DataFrame'>
RangeIndex: 5000 entries, 0 to 4999

Data columns (total 12 columns):

#

O =] O LN b L B =D

(=3

10
11

Column
Unnamed:
CrimeDate
CrimeTime
Location

Description

Inside.Ou
Weapon
District

Neighborhood

Longitude
Latitude
Location.

Non-Null Count

0 5000

tside

1 5000

non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null

Dtype

inted
object
object
object
object
object
object
object
object
floathbd
floathd
object

dtypes: floatb4({2), int64({1l), object(9)
memory usage:

468.9+ EB
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Now we filled in all the missing values.

3.4 - Data Transformation

After the dataset has been cleaned, it is easy to find that the format of the CrimeDate
is “%m/%d%Y’, which is quite complex. Besides, the Rstudio will collapse while using the

CrimeDate column. In this case, the format of the date should be changed to ‘%Y -%m-%d’.

dfiCrimeDate<-as.Date (dfSCrimeDate, format="%m/sd/2Y")

dfSCrimelDate<-as.Date (dfSCrimelate, format="%Y¥Y-Em-%d")

“  CrimeDate CrimeDate
1 09/02/2017 1 2017-09-02
2 09/02/2017 2 2017-09-02
3 09/02/2017 3 2017-09-02
4 09/02/2017 4 2017-09-02
5 09/02/2017 5 2017-09-02

Figure 3: The original date format and changed date format.

In addition, in the column named Inside. Outside, sometimes the outside crimes are
represented as ‘O’, and the rest is present as ‘outside’. To make it the same, use Rstudio to
select the column which is equal to ‘Outside’. After that change all of that to ‘O’. Similarly,

change all the ‘Inside’ into ‘I’.

sampledffInside.Outside[sampledfiinside.0utside=="0utside" |<-"'0"

sampledfsInside.Outside[sampledfSinside.utside=="Inside"]<-"I"

10
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Inside.Outside

Qutside
O
O

Figure 4: Original record without same format.

3.5 - Data Reduction
There is a lot of data in the dataset. But we decided to focus on 2016, the date in other

years will be removed from the new dataset.

First, we build a new dataframe called df1, then use mutate() to add a new column
which shows the year of every crime, named CrimeYear. After that, the filter() function will

select the data which happened in 2016. Finally, delete the column named CrimeYear to make

the dataset clean.
dfl<-df%¥>3¥mutate (Crime¥Year=as.integer (format (dfSCrimelate, '£Y")))
View(dfl)
df2<-filter (dfl,dflSCrimeYear==2016)
View(df2)

df23CrimeYear=NULL

After selecting the crimes that happened in 2016, there are still more than 48000 rows,
the scale of the dataset is still large. To make it smaller, sampling is a good choice. In order
to keep the result accurate, the size will be set as 5000. Using sample_n(), to randomly pick

up 5000 data from the former dataset, then named it as ‘sampledf’.

sampledf<-zample n(dfl,size=5000)

11
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As the data in the column named CrimeCode is not relevant to our objective, the

column will be deleted.

sampledSCrimeCode<-NULL

© df2 48548 obs. of 15 varia.
@ sampledf 5000 obs. of 14 variab..

Figure 5: The preprocessed dataset named sampledf and the original dataset.

Finally, export the processed data:

Wwrite.csv (sampledf, "CP3403DATASET PROJECT.csv')

12
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4. Data Modelling

4.1 - Finding Crime Hotspots

1 -
LA
waddl

Figure 6: Crime Hotspots
From the figure above, it is clear that crimes are more likely to happen in the area

within the red circle. Since the density of the spots is larger than other areas.
However, in order to make it more specific, we need to use the k-means algorithm to

make the area into 6 clusters. Which we will use to split the dataset into northwest, northeast,

west, middle, east, and south
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4.1.1 K-means clustering

l[xnnmmMemum

v| | v: Latitude (Num) |']!
1
[Colaur: Cluster (Nom) |V] [Select Instance |V] |
Reset [ Clear Jl Open J[ Save J
Plot: 1_CP3403DATASET_PROJECT.afterpreprocessing2-weka.filters.unsupervised.attribute.Remove-R1-10,13_clustered

39.372 :
|
] 39,2881
|
|
|
|
! 3m.204
| -76.711 -76.529 -
i v
E Class colour

cluster® clusterl cluster2 clusters
Figure 7: The crime spots are split into 6 clusters.
Final cluster centroids:
Cluster#
Attribute Full Data 2 1 3 4 5
(1250.8) (162.@) (241.0) (155.@) (385.0) (59.8)

Longitude =76.6175 =76.5727 =76.5712 =76.6794 =76.6143 -76.6122
Latitude 39,3865 39. 3464 39,2956 39.3429 39.381 39,2482

Figure 9: Final Cluster Centroids

Clustered Instances

@ 4930 ( 13%)
1 699 ( 19%)
2 742 ( 20%)
3 482 ( 13%)
4 1187 ( 38%)
5 230 (&%)

Figure 10: Clustered Instances

14
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The numbers indicate the areas of crime spots and their frequencies. The fourth cluster

has the most frequency of crimes. Furthermore, area 1 and 2 has 20% of total crimes.

Therefore, the police department should assign more manpower patrol to area 1, 2 and 4,

which represents the middle, west, and east parts respectively.

4.1.2 DBSCAN
| X: Longitude (Num) v) | ¥: Latitude (Num) v
| Colour: Latitude (Num) v| |Select Instance v
J

Reset [ Clear J[ Open J[ Save Jitter O

Plot: 1_CP3403DATASET_PROJECT.afterpreprocessing2-weka.filters.unsupervised.attribute.Remove-R1-10,13

P
39,372 %f&&}
LEa
x
ks

&

39.288%~

39.204

Class colour

T
=76.711 =76.62 =76.529

4N

-

r T
39.204 39.288

1
39.372

Figure 11

15
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| X: Longitude (Num) _v] | ¥: Latitude (Num)

| Colour: Cluster (Nom) YJ | Select Instance

[ Clear J[ Open J[ Save J

Plot: 1 CP3403DATASET_PROJECT.afterpreprocessing2-weka.filters.unsupervised.attribute.Remove-R1-10,13_clustered

39,372

39.288

39.204

Jitter )

-76.711 ~76.62

debug |False

-76.529

i distanceFunction | Choose |EuclideanDistance -R first-last

| doNotCheckCapabilities |False

epsilon | 0.2]

minPoints &

Cancel J

Figure 13: DBSCAN Results with the setting 1

T

16
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[}(: Longitude {(Num) q |_Y: Latitude (Num)

EEy

| Colour: Cluster (Nom) "J | Select Instance

[ Clear J[ Open J[ Save J Jitter O

Plot: 1 CP3403DATASET_PROJECT.afterpreprocessing2-weka.filters.unsupervised.attribute.Remove-R1-10,13_clustered

B R ’%
%‘xg%%w .-

Bt o Sl g
e " v

N

39.372

39.288+

39.204 | .
=76.711 =76.62 =76.529

a¥

epsilon 0.02

minPoints 3

Figure 14: DBSCAN settings 2

Then, DBSCAN is used to groups together points that are packed together, and
separates the low density clusters from high density clusters. How the points be clustered is

determined by options: the epsilon and minpoints.

minPoints -- minimum number of DataObjects required in an epsilon-range-query

epsilon -- radius of the epsilon-range-queries

First, we set the epsilon as 0.2, and minpoints as 6, the cluster is shown in Figure 12,

then we set the epsilon as 0.02 and minpoint as 3, the outcome shown in Figure 14.

Clearly, the second graph shows the clusters and points out the missing value, whereas

the first graph only has one cluster.

From the graph, it is suggested that the police resources should be assigned to the

clusters that have colors, and there could be less police assigned to the areas that are pointed

17
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as “M”. And when police are going on patrol, they should go to the clustered areas by

DBSCAN within their assigned areas by K-means more frequently.

4.2 Data Visualization

4.2.1 Which Neighborhoods Have More Crime rates?

In order to decide where more police should be assigned to control the crime rate, the
report needs to analyze the crime in different locations and split the region data into smaller
areas. The following figure shows the top 15 neighborhoods that the crimes were committed

in, ranked from the largest to smallest.

Neighborhood =
©owntown | I 13
gelair-Edison | — op
Frankiord | 103
grookiyn [N 101
Cherry il I
Sandtown-Winchester _ 72
Patterson Park Neighborho _ 72
central Pzrk Heights [N ¢
Fells point. N
Upton N 55
Washington Village/Pigtow _ 63
mount vernon [N -2
Carrollton Ridge _ 60
Broadway East _ 59
Inner Harbor _ 57
0 20 40 60 80 100 120 140 160 180 200
Count of Neighborhood =

Figure 16: Number of crimes in each neighbourhood

As evident from Figure 16, the Downtown neighborhood has the most crime,
compared to other neighborhoods. Also, the difference in crime rates between the Downtown
neighbourhood and the neighbourhood with the second highest number of crimes - Belair-
Edison - is almost twofold. Therefore, it is suggested that more police should be assigned to

the Downtown area to cope with the high crime rate.

18
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4.2.2 Weapon Used in Crimes

figure
~  Weapon Count
1 Missing 3260
2 HANDS 792
3 FIREARM 470
4 OTHER 300
5 KNIFE 178

Percentage
0.6520
0.1584
0.0940
0.0600

0.0356

Table 1: The count of different types of weapons and their use rate shown in the table.

According to Table 1, which described the results about the weapons used in the

crimes. From the table, we can see that 65.2% of data concerning weapon use is missing, so

we may not use this data to make accurate conclusion. The missing values could primarily

mean that either the crime recorded in the sample is committed without the use of weapons

(theft), or the police could not determine the type of weapon used. However, when comparing

the rest items, many criminals use their hands as weapons, firearms were used in only 9% of

the crimes and the other criminals prefer to use knives.

On the contrary, the result does not mean that the police should let their guard down

because the criminals only used their hands when committing crimes. In this case, because of

a lot of missing records, the exact usage trend of weapons could not be confirmed. Therefore,

the police or the related workers should be fully prepared and stay vigilant to avoid severe

injuries.

19
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4.2.3 Crimes in Every Month

Count of Crimes Everymonth in 2016

400 -
C 200~
g 200-
100 -
0-— ; ; ; ; ; ; ; ; ; ; ;
1 2 3 4 5 B TF 8 9 10 11 12
CrimeMonth

Figure 17: Crime rates in different months

In the bar chart depicted in Figure 17, there are about 350 crimes happening every
month. February has the least crimes, which is about 280. June, September, October, and

November have the most crime cases, which is up to about 450.

There is a decline in crime rate from January to February and the trend reaches its
lowest point. It might be caused by the oncoming winter; as the cold weather might decrease
the crimes. Also, the month of February has the least crimes out of all the months, which
could cause inaccuracy on the analysis. After that, the crime rate increases steadily until June,
which has the most crimes. Followed by a sudden drop, which could be caused by the
oncoming summer, the higher temperature might also decrease the crimes. Two months later,

the crimes reached a higher point again.

In this case, it is concluded that the crimes might be affected by seasons.

20



CP3403 Data mining

4.2.4 Indoor vs. Outdoor Cases

Indoor and Outdoor cases

+. 2000-
[
=
S 1000-

I:l_

0
Inside.Outside

Figure 18: The number of indoor and outdoor cases in 2016.

As shown on figure 14 bar chart , there are about 2300 indoor crimes and 2600 outdoor

crimes, the rest are unclear cases.

Comparing the number of crimes indoors and outdoors, the difference is not much but

the result still points towards a higher crime rate in the outdoors. Therefore, more notices

should be given out by the police alerting residents to be more careful while outdoors without

letting their guard down when they are at home too. Keeping windows and doors locked when

residences are sleeping or not at home is a good way to go about that.

4.2.5 Crimes Occurrence in Different Time of Days

W00 = N s LD R

10
11
12

CrimeHour

Count

214

202

152

102

83
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85
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189
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195

13
14
15
16
17
18
19
20
21
22
23
24

CrimeHour [Count
12 234
13 230
14 249
15 247
16 261
17 309
18 346
19 278
20 275
21 282
22 267
23 226

Table 2: The total cases of crimes happened in different times of the day
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Crimes in Everyday
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Figure 15: Plot for the total cases of crimes happened in different times

Figure 16: Pie chart depicting the amount of crime over various times of the day
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> CrimesHourmedian<-median(df4$Count)
> CrimesHourmedian

[1] 220

> CrimesHourmean<-round(mean(df4$Count),2)
> CrimesHourmean

[1] 208.33

> CrimesMaxhour<-max(df4$Count)

> CrimesMaxhour

[1] 346

> CrimesMinhour<-min(df4$Count)

> CrimesMinhour

[1] 70

Figure 17: The median, mean, min and max of crimes between 12 a.mto 12 p.m.

As the general working hours is around 8 hours per day, we split the day into 3 parts.
The crimes committed during 12am to 8am represent 21.18% of all crimes while 33.94% of
crimes committed falls under 9am to 3pm. Lastly, the time period where crimes are most
frequent is from 4pm to 11pm at 44.88%, almost twice the frequency compared to 12am to

8am.

From the line graph shown in Figure 15 above, the peak time of committing the crime
is at 6pm, which has 346 crimes happening, and there are only 70 crimes happening at 5am.,

which has the least crimes.

Besides, the mean of the crimes of all the time of a day is 208.3 while the median is
220. In this case, it could be considered that crimes usually happened between 11am and 12am.
Therefore, more police resources should be assigned in the afternoon and during nighttime.
Besides, the police should strengthen the patrol during this period, and remind people to pay
attention to safety and be more mindful of their own safety during this period and improve
the awareness of self-protection. Also, they can save some effort in the morning compared to

nighttime.
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5. Conclusion

This report explored the crime in the city of Baltimore in the year 2016, from a public
dataset obtained from the Kaggle. The key findings obtained from modeling of the dataset is:
Downtown area is the neighbourhood with the most crime, 6:00 pm is the time period with
the most crimes and crime rates in Baltimore are linked to the time of the year with lower

crime rates in winter months and summer months.
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Appendix
df<-read.csv ('l CP3403DATASET PROJECT.afterpreprocessing.csv')
View (df)
library(dplyr)
libraryiggplotZ)
dfsCrimeDate<-as.Date (df5CrimeDate, format="%d/Em/:Y")

dfSCrimeDate<-as.late (dfSCrimelate, format="%¥Y-Em-%d")

#Add a new column about the month crimes happened
dfl<-dfi>¥mutate (CrimeMonth=as.integer (format (dfSCrimelate, "Sm"')))
View(dfl)

dflSCrimeMonth<-as.character (df15CrimeMonth) #Integer to character
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#Bar chart about Count of Crimes Every Month in 2016

plmonth<-ggplot (data=dfl) +

geom bar (color='red', fill='white',aes (x=CrimeMonth] )+

labs (title='Count of Crimes Everymonth in 2016°)+

xlim(as.character(c(l:12)))

Plmonth

#5plit the hour from the CrimeTime column

libraryihms)

df2<-dfl

df2$CrimeTime<-as_hms (df25CrimeTime)

df28CrimeTime<-as.PO0SI¥ct (dfZ25CrimeTime)

df3<-df2%>%mutate (CrimeHour=as.integer (format (df25CrimeTime, "$H")))

diitrtsummarise (sum(df35CrimeHour) )

write.csv(df3, '"HOUR.csv")

df3SCrimeHour<-as.character (df35CrimeHour)
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#Build a table about the time of days that crimes happened

dfd<-df3%>%group_ by (CrimeHour) $>%¥summarise (Count=n{())

dfd45CrimeHour<-as.integer (df45CrimeHour, '&H")

dfd<-arrange (dfd, -desc (CrimeHour) )

write.csv(dfd, 'dfd.csv")

#The median, mean, max and min of the hour crimes happened

CrimesHourmedian<-median (df45Count)

CrimesHourmedian

CrimesHourmean<-round (mean (df45Count) ,2)

CrimesHourmean

CrimesMaxhour<-max (df45Count)

CrimesMaxhour

CrimesMinhour<-min (df45Count)

CrimesMinhour
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#Line graph about crimes happened in different time of days

p2<-ggplot (data=df4, aes (x=CrimeHour, y=Count)) +

geom_line(linetype=2)+

geom_point ()4

ggtitle('Crimes in Everyday')

p2

#Bar chart of the statistics about indoor and outdoor crimes

pi<-ggplot (data=dfl) +

geom bar(color='green',fill='red',aes (x=Inside.0utside))+

labs(title="Indoor and Outdoor cases')

p3

¥Build a table about weapon usage

df5<—df1%>%group_by[Weapon]%?%summarise[ﬁount=n[J]

dfi<-arrange (df5,desc ({Count))

dff<-dfEi%>%mutate (Percentage=Count/5000)
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